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What is an AI system?



Crawford, K. (2021). Atlas of AI: Power, Politics, 
and the Planetary Costs of Artificial Intelligence. 
Yale University Press.

“Each way of defining artificial intelligence is 
doing work, setting a frame for how it will be 
understood, measured, valued, and governed.”



Resources, activities, and impacts aggregated from Attard-Frost, B. & Widder, 
D. G. (2023). The ethics of AI value chains. https://arxiv.org/abs/2307.16787

Diagram components are intended to illustrate significant 
practical & ethical concerns, not a comprehensive mapping

https://arxiv.org/abs/2307.16787


AI governance is a practice intended to 
maximize benefits and minimize harms caused by AI systems.



AI governance is practiced across many scales and contexts, including:

● State-led AI governance
○ International AI governance
○ National AI governance
○ Subnational AI governance

■ Provincial/territorial AI governance
■ Regional AI governance
■ Municipal AI governance

● Industrial/sectoral AI governance
● Corporate AI governance
● Organizational AI governance
● Community-led AI governance
● Worker-led AI governance



State-led AI governance often prioritizes industry needs

From Attard-Frost, B., Brandusescu, A., & Lyons, K. (2023). The governance of artificial intelligence in 
Canada: Findings and opportunities from a review of 84 AI governance initiatives. SSRN. 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4414212

● Our study of 84 of Canada’s federal and 
provincial AI governance initiatives find a 
strong prioritization of industrial 
development, innovation support, and 
technology production & adoption.

● These initiatives often assume that 
technological diffusion and economic 
gains will cascade down into 
broad-based benefit for all of society.

● There is no clear evidence indicating that 
widespread industry adoption of AI 
technologies will result in broad-based 
societal benefit.

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4414212


Who is included in AI governance? Who is excluded?

From Veale, M., Matus, K., & Gorwa, R. (2023). AI and global 
governance: Modalities, rationales, tensions. 
Annual Review of Law and Social Science, 19, 255-275. 
https://www.annualreviews.org/doi/10.1146/annurev-lawsocsci-0
20223-040749

From Wilson, C. (2022). Public engagement and AI: A values analysis of 
national strategies. Government Information Quarterly, 39, 101652.

https://www.annualreviews.org/doi/10.1146/annurev-lawsocsci-020223-040749
https://www.annualreviews.org/doi/10.1146/annurev-lawsocsci-020223-040749


State power & industry power often work closely to develop 
AI strategies, policies, and other governance mechanisms. 

Impacted communities & workers are often pushed to the margins of AI governance.

How can we build counterpower against AI governance if it does not 
serve our interests?



Expand the periphery of “AI”

Expand the periphery of “AI governance”

Design systems & policies that support collaboration & contestation

Imagine futures for AI governance outside of industry & the state


